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Abstract

Cloud computing was the technology developed to store the info and support the users
with the access to the info hold on by charging a token quantity for the storage of
information and for providing necessary steps for storing the info and fro providing
security to the info that was hold on. The content hold on in varied servers at varied
locations supported the sort and size of the content. The content may be accessed to the
users with valid registrations and a group of security verifications entered by the
purchasers. The content that was hosted within the servers can even be used for hosting
varied applications and varied alternative set of choices of systems in varied fields. It’s
one among the foremost illustrious and principally used analysis areas within the recent
years for additional development in varied set of applications and its usages associated
with many set of shoppers within the real time setting. Performance analysis in cloud
computing has been another major thrust space within the recent past, that is of crucial
interest for each cloud suppliers and cloud customers. Solely few notable works are
revealed with regards to performance analysis in cloud computing. Typically analytical
models established for assessing the operating and therefore the performance of cloud
server farms may be studied beneath kind of configurations and assumptions are
supported queuing theory and its accuracy is verified with numerical calculations and
simulations. The issues at hand create to the task of evaluating the performance of
information center with varied queuing models to grasp the distribution of the
performance parameters with arrival and repair rates, traffic intensity, range of servers
and therefore the associated possibilities. The goals of this thesis is to supply a framework
through programs associated with queuing models and value the performance
parameters, try validation, sensitivity analysis and build comparisons for information
centers. Gift thesis evaluates the performance parameters of cloud information centers
supported queuing theory for each single server and multi-server models. The steady state
performance parameter formulations known are programmed in MATLAB® setting. The
models considered for evaluation for single servers include M/M/1, M/G/1, M/D/I.
Service rates have a wider range of distributions including exponential, generalize and
Erlang type.
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1. Introduction

The cloud is wherever one will use technology once required, as long together wants it.
The clouds are often each code and infrastructure service. In terms of maturity, code is far
additional evolved than hardware within the cloud. The clouds are often associate degree
application one will access through the net or a server. With cloud computing, the
foremost advantage for users was that the programs that may be associated with code
programs associated with many applications hold on within the machine couldn't be dead
within the native computers or laptops. All the programs associated with the applications
that were being connected to the cloud mechanism were being accessed by the web to
figure. The web association was shall within the field of cloud processing and its
connected application areas. The foremost advantage for the purchasers and therefore the
users was the crash report. Whenever a crash happens within the system or the system
connected to the cloud, the information are often still accessible because the actual data
was hold on within the servers of the cloud not within the actual systems that were being
connected to the cloud setting. The information won't be disturbed or any harm to the
particular data because it was hold on at varied servers connected one another and settled
at varied locations. The users may be customers from varied various corporations, various
servers and therefore their connected applications and therefore the various networks that
can be accustomed connect of these servers and the machines. Here, the information was
hold on in varied servers with varied configurations and varied operational systems and
everyone these servers were settled at varied locations, so the information are often
secured despite the fact that a significant harm or loss happens for servers settled at one
place on the country or on earth.

1.1. Cloud Data Centers

Cloud computing was the technology and model that was aimed to supply the services
to varied set of consumers by the model of paying some certain quantity for utilizing sure
set of operations and tasks from the system model. By exploitation this model, the users
will use the resources from numerous set of operations like networks, servers,
applications and numerous services associated with the system. The user will utilize the
services and to transfer the info or the programs or the set of codes that were keep in
numerous servers and set at numerous locations. The info may be downloaded or the
utilized by locating at numerous places by merely having a certified access to the set of
consumers. The shoppers were supported the set of applications they were doubtless to
use or they need to use the opposite set of information within the returning future
conjointly. The trouble unbroken by users for providing knowledge to the servers,
maintaining the info within the servers and providing security to the info servers were
terribly minimum. Most of the tasks and also the security step for providing the system
and also the machines and servers are going to be taken care by the service suppliers and
also the individuals whoever maintaining the services.

Data centers were being maintained at numerous locations of the planet at numerous
countries within the continents. The users associated with that individual center will ready
to transfer the info at any purpose of your time. The servers and also the machines at
every knowledge center were internally connected to every different such to keep up the
info unambiguously and to supply best service to the shoppers. The information that was
keep at numerous data centers were being shared by numerous analysis organizations,
remote process applications and different connected applications. Some organizations
have to be compelled to be used principally for numerous applications and also the
knowledge ought to be secured such that a lot of security ought to be provided to the
knowledge that was being keep by numerous analysis organizations and different
international corporations UN agency can have a large set of transactions and also the
customers connected data.
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1.2. Queuing Systems

The queuing systems that were within the type of theoretical model were meant to
develop and supply the varied set of models for predicting and estimating the
performances of assorted systems subject to the random in nature of the systems. The
history of the queuing theory was Ist started within the years of 1908. The analysis of the
waiting lines may be analyzed simply with the assistance of queuing theory models. It can
also be treated because the analysis of the waiting lines or queues at numerous places may
be simply analyzed with the assistance of those queuing theory models. These models
area unit extremely renowned and helpful in predicting the performance of the varied
systems virtually precisely the same condition of their actual behaviors. The analysis on
numerous operations during a system referred to as the research is additionally one in all
the elements of the queuing systems or queuing theory models. The future average values
for a system may be expected or may be analyzed by these queuing systems. The input
file that we have a tendency to area unit reaching to provide to a systems or a machine
was measured for associate extended amount of your time. The queuing systems can
assume that the arrival times and repair times area unit continuously random in nature.
The following figure shows the queuing system model. The contents of the system area
unit the client arrivals i.e., the amount of users or the shoppers UN agency were
victimization or going in the queue for obtaining the service or to examine one thing or
get set of taking one thing from a degree. once the shoppers enters, if the road is free
they'll simply get their service, if the road United States busy then sure time are taken for
every user to induce their application or their task are completed.

Departure of

(Customer ,
ol served customers
arrivals :
—Q000——| Senvice (000—————

Departure of impatient
customers

Figure 2. Queuing System
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Various set of assumptions were involved in queuing systems whenever we are trying
to solve the issues and the problems related to the queuing systems and its related
applications. The arrivals to a queuing system or the system that was being solved by
using the queuing system model are independent distribution, exponential distribution.
The queues which were in heavy lines or small lines will not discourage the customers.

2. Problem Description and Solution

The problems at hand bring about to the task of evaluating the performance of
information center with numerous queuing models to know the distribution of the
performance parameters with arrival and repair rates, traffic intensity, range of servers and
therefore the associated possibilities. The goals of this thesis is to supply a framework
through programs associated with queuing models and evaluates the performance
parameters, try validation, sensitivity analysis and create comparisons for information
centers. Gift thesis evaluates the performance parameters of cloud information centers
supported queuing theory for each single server and multi-server models. The steady state
performance parameter formulations known are programmed in MATLAB®
surroundings. The models thought of for analysis for single servers embody M/M/1,
M/G/1, M/D/1 and M/Er/1. The multi-server models thought of are M/M/c, M/M/c/c,
M/M/c/K and M/M/c/c+r. Interarrival rates for all the higher than models have
exponential distribution. Service rates have a wider vary of distributions as well as
exponential, generalized, and settled and telephone unit kind.

Major drawback in cloud computing is knowing the character of cloud server
performance, that rely on the analysis and utilization of optimum performance parameters.
Therefore there's a necessity to analytically model the cloud servers/data centers
mistreatment queuing systems and estimate the performance parameters. Usually
numerous analytical models designed and developed for analyzing the performance of
assorted cloud server applications with various set of assumptions and configurations.
These assumptions are supported queuing theory and its accuracy is often verified with
numerical calculations and simulations.

2.1. Proposed System

Present system deals with the performance evaluation in-terms of steady state
parameters of a small cloud server farm using single and multi server queuing models.
Single server models include M/M/1, M/G/1, M/D/1 and M/Er/I. Multi-server model
considered include M/M/c, M/M/c/c, M/M/c/K and M/M/c/c+r. A comparison among the
steady state parameters evaluated for the above queuing models with respect to traffic
intensity along with sensitivity analysis is also proposed.

3. System Design

System design includes parameters, performance measures, stability and properties
considered for the data center performance evaluation using queuing models. System
parameters are,

a. It is customary to introduce some notation for the performance measures of interest
in queuing systems.

b. Number of customers in the system (Ls): In steady-state, the expected value of the
state distribution gives the mean number of customers in the system.

c. Number of customers in the queue (Lg): In steady-state, the expected value of the
state distribution in a queue gives the mean number of customers in the queue.
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d. Utilization (or) Traffic intensity (p): For a queuing system with a single server,

utilization p is the fraction of time the server is busy. When there is no limit on the
capacity of the system, then

p = mean arrival rate/mean service rate =A/p

. The utilization when there are multiple servers (c), is the mean fraction of busy

servers. Since cis the overall service rate, in this case p= . For a stable (ergodic)
system, the condition for stability is p< 1.

. Throughput ( ): The throughput for a queuing system with infinite capacity is the

mean number of customers processed in a unit of time, i.e. the departure rate. Since
the departure rate is equal to the arrival rate (and assuming p< 1), the throughput is
=c p. For a queuing system with finite capacity, there can be loss in the systems, and
so the throughput can be less than the arrival rate. In this case, throughput is often
denoted differently (e.g. as S) to distinguish it from the arrival rate.

. Response Time (Ws): (or sojourn time) It is the total time a customer spends in the

system.

. Waiting Time (Wy): It is the time a job spends in the queue waiting to be serviced.

Therefore, response time is the sum of the waiting time (W)) and the service time(1/
) for a customer i.e. Ws= Wo+(1/u)

To evaluate the performance parameters of data center in cloud architecture, the

programs consider the following input values:

i.
ii.
iii.
iv.
V.
vi.

vii.

i.
ii.
iii.
iv.

V.

Interarrival rates ,

Service rates ,

Number of servers , ¢

Maximum number of customers allowed , K
Waiting capacity of customers , »
Coefficient of variance , C,y

Erlang parameter , Er

The list of output parameters of the programs are highlighted below:

Length of customers in a system , Lg
Length of customers in queue , Lo

Waiting time of customers in a system , Wy
Waiting time of customers in queue , Wy

Associated probabilities

4. System Implementation

Whenever if there is any uncertainty in arrival and service times of any system or

application, the queuing models are the best fitted application or the model which could
be used to estimate the presentation of the systems for various services to the users or
customers. For the present work it is assumed that customers are served in the order in
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which they arrive in the system (First-Come-First-Served or FCFS). The MATLAB
programs and formulations are given at Appendix 1.

4.1. Queuing Models
a) Queuing Model - M/M/1

The M/M/1 queue model has Interarrival times, which are exponentially distributed
with parameter and also service times with exponential distribution with parameter. The
system has only a single server (c=1) and uses the FIFO service discipline. The
exponential distribution has a squared coefficient of variation of 1. The waiting line is of
infinite size. The M/M/1 system is a pure birth-/death system, where at any point in time
at most one event occurs, with an event either being the arrival of a new customer or the
completion of a customer’s service. What makes the M/M/1 system really simple is that
the arrival rate and the service rate are not state dependent.
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Figure 3. Markov Chain for M/M/1 Queue

Steady state performance measures for the above model are:
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PWs=y= Lt . P(Ws>i)= e~ (1-plpt
PW<=y=1— et R . P(Wg>=y=pe (P

Nore: P is the notation for probability

b). Queuing Model - M/D/1

The M/D/1 queue has Interarrival times, which are exponentially distributed with
parameter and also service times with constant distribution with parameter. The system
has only a single server (c=1) and uses the FIFO service discipline. The waiting line is of
infinite size. Deterministic distribution (with constant service times) has a zero variance
for this distribution. For this reason one can achieve always the highest throughput
(lowest delays) for deterministic service times. The simplest important result is that the
average number waiting is half that waiting with exponentially distributed service.

Steady state performance measures for the above model are:
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¢). QtsPlus4Calc Software (http://qtsplus4calc.sourceforge.net):

QtsPlus4Calc, release 2006 is a freeware developed by Donald gross and Carl M.
Harris of George Mason University. This software provides a platform to evaluate
performance of various queuing models. A sample screenshot of the software
environment is given at Figure 12. The calculator includes single server, multi-server,
priority, bulk and network models.

Numerical  Solutions to  Queuing  Systems  (http.//queueing-systems.ens-
lyon.fr):Numerical solutions to queuing systems software provide a platform to evaluate
performance of various queuing models with generalized service distributions. A sample
screenshot of the software environment is given at Figure 3. The calculator includes
single server models.
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Figure 4. QtsPlus4Calc Environment Screenshot
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6. Results and Discussion

Based on the queuing models discussed in the previous sections, input parameters
limits were identified from literature for performance evaluation of small cloud
computing data center farm (i.e. number of servers, ¢ were limited to 4 and 8).The inter
arrival and service rates are chosen for a range of traffic intensity (or utilization) varying
from 1 - 2. Each time service rate was varied to values 3-4 and the respective performance
was evaluated. Input parameter limits are given at Table.3

Table 3. Input Parameter Limits

Parameter Chosen Limits
1 0-2
A 34
p 0-1
c 4,8
K 4,8
r 4,8
oy 1.5
Er 2,4
t 1-2

Evaluation of Cloud Computing Data Center Performance with M/M/1 Queuing
Model:

Table 4. Performance of Data Center - M/M/1, Model = 1

PWs | P(Ws | PWq | P(Wg>
u P Ls Lg Ws | Wqg |t <t) >1) <=t =t)

3 0 10.00]0.00| 1.00 | 0.00 | 1 0.00 1.00 1.00 0.00

31 (1.17]0.11]0.01 | 1.11T J0.11 | 1.1 ] 0.07 0.81 0.92 0.06

32 112]025]005| 125 102512 ] 0.18 0.74 0.87 0.21

33 1131043013 | 143 1043 |13 ] 0.22 0.63 0.79 0.38

34 (1410671027 | 167 06714 0.28 0.58 0.64 0.45

35 115]100)050 )| 2.00 | 1.00 | 1.5] 0.34 | 0.65 0.55 0.59

36 116150090 250 | 1.50 | 1.6 | 022 | 0.71 0.49 0.67

37 1171233163 | 333 | 233 |1.7] 0.14 | 0.84 0.37 0.79

3.8 1181400320 500 | 4.00 | 1.8] 0.08 | 0.89 0.28 0.84

39 119]9.00 | 8.10 | 10.00 | 9.00 | 1.9 | 0.06 | 0.94 0.14 0.92
4 2 | Inf | Inf Inf| Inf | 2 | 0.00 1.00 0.00 1.00
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Table 5. Performance of Data Center - M/M/1 Model= 2

u p Ls Lg Ws| Wq |t P(Ws<t) | P(Ws>t) | P(Wg<=t) | P(Wg>=t)
3 0 | 0.00 | 0.00 | 0.50 | 0.00 | O 0.00 1.00 1.00 0.00
31 1.1 | 0.11 | 0.01 | 0.56 | 0.06 | 1.1 0.06 0.92 0.96 0.06
32 (12 025 | 005 | 0.63 | 0.13 | 1.2 0.19 0.81 0.81 0.21
33 (13 043 | 0.13 | 071 | 021 | 1.3 0.28 0.70 0.76 0.38
3414 | 067 | 027 | 0.83 | 033 | 14 0.32 0.59 0.69 0.45
3515 | 1.00 | 0.50 | 1.00 | 0.50 | 1.5 0.45 0.51 0.59 0.59
36 16 | 1.50 | 090 | 1.25 | 0.75 | 1.6 0.32 0.59 0.42 0.67
37 1.7 | 233 | 1.63 | 1.67 | 1.17 | 1.7 0.28 0.71 0.38 0.79
38 1.8 | 400 | 320 | 2.50 | 2.00 | 1.8 0.19 0.82 0.27 0.84
39 (19 | 9.00 | 810 | 5.00 | 450 | 1.9 0.06 0.93 0.13 0.92
4 2 Inf | Inf Inf | Inf 2 0.00 1.00 0.00 1.00

Evaluation of Cloud Computing Data Center Performance with M/D/1 Queuing Model,

Table 6. Performance of Data Center - M/D/1 Model= 1

Variance

n A | p Ls Lq Ws Wq |Var(Ls)| Var(Ws) Var(Lq)|Var(Wq)
1 0 | 0.00 |0.00| 1.00 | 0.00 0.00 0.00 0.00 0.00
1101101 0.11 [0.01]| 1.06 | 0.06 0.14 0.08 0.02 0.08
1102102 023 0.03| 1.13 | 0.13 0.33 0.18 0.07 0.18
1103103 036 [0.06] 1.21 | 0.21 0.53 0.33 0.14 0.33
1 104104 053 [0.13| 1.33 | 0.33 0.72 0.56 0.25 0.56
1 105105 075 [025]| 1.50 | 0.50 0.90 0.92 0.40 0.92
1106 |06 1.05 [045| 1.75 | 0.75 1.14 1.56 0.67 1.56
1107107 152 {082 2.17 | 1.17 1.73 2.92 1.34 2.92
1108 (08| 240 |1.60]| 3.00 | 2.00 3.93 6.67 3.67 6.67
1 109 (09| 495 405| 550 | 450 | 19.12 26.25 1899 | 26.25
1 1 1 Inf | Inf | Inf Inf Inf NaN Inf Inf
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Table 7. Performance of Data Center - M/D/1 Model= 2

Variance
Al p| Ls Lq Ws | Wq |Var(Ls)|Var(Ws)| Var(Lq) |Var(Wq)
0] 0.00 | 0.00 | 0.50 | 0.00 | 0.00 0.00 0.00 0.00
0.2(0.1| 0.11 | 0.01 | 0.53 | 0.03 | 0.14 0.02 0.02 0.02
0.4(0.2| 0.23 | 0.03 | 0.56 | 0.06 | 0.33 0.05 0.07 0.05
0.6(0.3| 0.36 | 0.06 | 0.61 | 0.11 0.53 0.08 0.14 0.08
0.8(0.4| 0.53 | 0.13 | 0.67 | 0.17 | 0.72 0.14 0.25 0.14
1 (0.5 075 | 025 | 0.75 | 0.25 | 0.90 0.23 0.40 0.23
1.2(0.6| 1.05 | 0.45 | 0.88 | 0.38 1.14 0.39 0.67 0.39
1.4(0.7| 1.52 | 0.82 | 1.08 | 0.58 1.73 0.73 1.34 0.73
1.6(0.8| 2.40 | 1.60 | 1.50 | 1.00 | 3.93 1.67 3.67 1.67
1.810.9| 495 | 4.05 | 2.75 | 225 | 19.12 | 6.56 18.99 6.56
21 1] Inf Inf Inf Inf Inf NaN Inf Inf

N (N[NNI |E

7. Conclusions

Performance analysis for single servers indicate that because the service rate (r) will
increase for a relentless vary of traffic intensity (p) solely waiting times of consumers
within the system (WS) and queue (WQ) decreases, wherever because the length of
consumers in system (LS) and queue (LQ) stay unchanged because it is freelance. For
identical input parameters M/D/1 model shows optimum performance in terms of queue
lengths and waiting times followed by M/Er/1, M/M/1. Performance of M/D/1 shows
prejudicial nature compared with different queuing models that are attributed to higher
price of CoV. For higher order telephone unit parameters, M/G/1 and M/Er/1 models
behave in shut comparison.

Multiple server (c = 3,4) performance analysis indicates that because the service rate
will increase for a relentless vary of traffic intensity (p), similar nature as within the case
of single servers is determined with regards to queue lengths and waiting times.
Performance analysis of tiny cloud computing information center is mentioned with the
idea supported queuing systems. Single server and multiple server models square measure
bestowed at the side of their formulations for performance parameters. MATLAB
programming/code generation and implementation for performance analysis of cloud
computing information server frame is accomplished. Comparisons among varied models
square measure tried and relevant observations square measure highlighted.
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